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Abstract

Reading literature requires not only understanding the literal meaning of the text, but also constructing a nonliteral interpretation of the text’s deeper meaning (Goldman, 2004; Langer, 2010; Lee, 2007; 2011; Schraw, 1997) yet little is known about the psychological processes involved when interpretations are constructed. The current paper presents a review of the extant work from literary theory, empirical studies of literature, and research from more general cognitive text comprehension to explore the conditions under which literary interpretations are made and what this discipline-specific reading behavior can tell us about more general text comprehension.
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Literacy in the 21st century requires not only the ability to read proficiently, but to do so in specialized content domains (Goldman, 2012; Goldman & Bisanz, 2002; Snow & Biancarosa, 2003). In literature, authors often write stories to have a message that speaks to a universal of the human condition (Goldman, 2004; Langer, 2010; Lee, 2007, 2010; Levine & Horton, 2013). Readers must have an understanding of the characters, setting, and events found in the text (a literal representation), but the successful reader must also construct a representation of the deeper meaning of the work (nonliteral representation). Literary theorists have written extensively on interpretation, yet there has been far fewer empirical studies conducted to understand the cognitive processes that underlie how real readers with different backgrounds, skills, interests, and abilities interpret literary works. Consequently, further discussion must occur across fields regarding theories of literary comprehension and about potential directions in empirical literary research. This paper, heavily grounded in cognitive psychology, presents a comprehensive review of literary theory, empirical studies of literature, and more general text comprehension as a means of fueling this discussion.

The Role of Interpretation in Literary Works

The majority of text comprehension research has attended to the generation of inferences in expository texts (McNamara & Magliano, 2009). One reason researchers have shied away from literary text and interpretation is because these stimuli and behaviors are “inconsiderate” (Zwaan, 1993) in the sense that they are difficult to manipulate and to assess in a controlled, empirical way. This ambiguity has resulted in a relatively unsystematic investigation of literature and literary reasoning. Before discussing the research, I will first discuss the constructs of
interpretation and authentic literary text to (a) establish the parameters for this review and (b) suggest definitions that may help to reconcile terms in the extant work.

Studies exploring interpretations have used a multitude of terms, including point (Dorfman & Brewer, 1994), authorial intention (Gibbs, 2001), theme (Kurtz & Schober, 2001; Graesser, Pomeroy, & Craig, 2002; Magliano & Graesser, 1991; Zhang & Hoosain, 2005), interpretive inference (McCarthy & Goldman, in press), thematic generalization (Peskin, 2007), subtext (Schraw, 1997), significance (Peskin, 2007), and signification (Rabinowitz, 1987). While these terms have nuanced differences, they all share the idea that they reflect some kind of “deeper meaning.” I refer to such interpretations as nonliteral interpretations: a representation of the text or part of the text “without reference to specific story elements” (Kurtz & Schoeber, 2001, p. 141). A nonliteral interpretation is made when the reader generates inferences that connect information in the text with ideas about the world beyond the story, such as identifying an object in the text to have a symbolic meaning, or the text as a whole, such as an understanding of how the story speaks to the state of the real world in which we live. A central focus of text comprehension has been the generation of inferences – connecting or elaborating on the text (Graesser, Singer, & Trabasso, 1994; Zwaan & Radvansky, 1998). Nonliteral interpretations can be thought of as higher-order inferences, as they require the bringing together of multiple pieces of information from throughout the text, as well as information from prior knowledge (Magliano, Baggett, & Graesser, 1996; Magliano & Graesser, 1991). Thus, a focus of this work is in understanding when and how interpretive inferences are generated.

Work in discourse comprehension and the generation of inferences has been extensive, but, as previously mentioned, much of the work in discourse comprehension research has avoided the use of literary works. Instead, most research in discourse comprehension has been
conducted using lab-designed expository and simple narrative texts (McNamara & Magliano, 2009). While these “textoids” afford excellent control and internal validity, one consistent criticism is that they do not reflect the complex nature and purpose of authentic literature (Claassen, 2012; Graesser, Millis, & Zwaan, 1997; Kreuz & Roberts, 1993; Magliano, Baggett, & Graesser, 1996; Miall & Kuiken, 1994; Peskin, 1998; Rapp, Komeda, & Hinze, 2011; Zwaan, 1993). Consequently, it may be inappropriate to generalize the findings of these studies and to assume that the models of comprehension that have emerged from them are able to capture the kinds of processes and behaviors involved in the reading of authentic literary works.

But what makes authentic literature different from these lab-designed texts or even distinct from other kinds of texts? Identifying authentic texts is relatively straightforward. Determining what qualifies as text as literary or nonliterary has proven to be a complicated categorization. There is general agreement that literature comprises its own genre, yet there is little agreement on exactly what qualifies a text¹ as literary or nonliterary (Dixon & Bortolussi, 2011). Studies suggest that both computational models and real readers can distinguish literary texts from nonliterary ones (McCarthy, Myers, Briner, Graesser, & McNamara, 2009), that readers read literary texts differently than nonliterary texts (Hanauer, 1998; Zeitz, 1994), and that literary texts have differential effects on other cognitive processes (Comer Kidd & Castano, 2013; Dixon, Bortolussi, Twilley, & Leung, 1993; Djikic, Oatley & Moldoveanu, 2013), and yet, exactly what makes these literary texts different from nonliterary texts has not been well-defined.

The studies cited in this review have used “authentic” works: published stories, novels, or
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¹ It should be noted that “literature” can also be used to describe other mediums, such as film, theatre, or television (Levin & Horton, 2013), but for the purposes of this paper, the focus will be on text-based literature, including folk tales, fables, novels, short stories, and poetry.
poems not written with the purpose of being experimental stimuli. By using these authentic
works, these studies have ecological validity and may shed light upon reading behaviors that are
not typically demonstrated when using more simplistic texts. It is likely that interpretive
inferences are one of these behaviors. In most studies using literature (indeed, the majority of the
works cited in the remainder of the paper), texts are chosen because they have won literary prizes
or because they are typical in English/Language Arts classrooms. The way in which researchers
typically study literary reading is by taking texts deemed literary by experts and submitting them
to various analyses of complexity (e.g. Louwerse, Benesh, & Zhang, 2008; McCarthy, Myers,
Briner, Graesser, & McNamara, 2009) or comparing the comprehension and reasoning of these
texts with texts that are not considered literary, such as expository texts (Hanauer, 1998; Zeitz,
1994), or popular fiction that has not been given literary awards (Comer Kidd & Castano, 2013;
Dixon et al., 1993).

Looking across literary studies, the implicit agreed upon definition of “literature” is a
text that literary experts agree possesses “literary merit” (Dixon, Bortolussi, Twilley, & Leung,
1993). However, the criterion for “literary merit” is unclear. The most articulate definition in the
research comes from Schraw (1997). He defines a literary texts as narratives that are “richly
symbolic and include both an interpretable surface meaning and one or more coherent subtexts
(i.e., implicit thematic interpretations that run parallel to the explicit surface-level meaning of the
text)” (p. 436). While it is questionable whether or not interpretability is the definitive feature
that makes a work literary, this definition is implicitly supported by the texts that have been
selected for research, suggesting that interpretability might be one quality of literary merit and is
an important aspect of literary reading.

But what quality makes a text “richly symbolic” or “interpretable”? In literary theory,
some have argued that this interpretability is a function of formal features inherent in the text (Miall & Kuiken, 1994), whereas others have argued that interpretability is solely within the reader (Culler, 1994; Fish, 1980). In prior work, we have proposed that a more fruitful way of thinking about literature is considering “literary” as a means of describing a way of reading a text, rather than a particular quality of the text in itself (Goldman, McCarthy, & Burkett, 2015; Vipond & Hunt, 1984). That is to say that there may be aspects of the text, reader, and situation that determine whether a text is interpreted or not. Thus, in order to better understand literary interpretation, it is of value to explore these factors and their individual and interactive effects.

Factors That Influence Literary Text Comprehension

Both aspects of the text and aspects of the reader can be implicated in the generation of nonliteral interpretations. These factors, undoubtedly, work together in the construction of meaning, but for purposes of structure and clarity, I will discuss them independently before addressing interactive effects.

Aspects of the Text

The formalist approach to literary comprehension suggests that inherent features of a text activate interpretive responses (Miall & Kuiken, 1998). While the evidence below indicates that features of the text facilitate the construction of interpretations, it also suggests that the use of textual features is an effortful and strategic process.

Genre. Genre can be defined as groups of texts that share "prototypic language patterns, a standard way of reading and particular discursive functions" (Hanauer, 1998, p. 63). Research reveals that the genre of a text can be identified by textual features. The genre of a text can be rapidly and accurately identified by computational models that use frequency of specific words and sentence structures (Louwerse, Benesh, & Zhang, 2008; McCarthy, Myers, Briner, Graesser,
& McNamara, 2009), as well as actual readers working without explicit inclusion criteria (McCarthy, Myers, Briner, Graesser, & McNamara, 2009; Zwaan, 1993). This indicates that readers have some sense of what constitutes a particular genre, and, consequently, the way the text should be read. Hanauer (1998) proposed a genre-specificity hypothesis of reading that suggests different genres of text are read differently. This would predict that literary texts are read differently than those texts that are of a different genre. Indeed, Hanauer showed that readers have better recall, slower reading times, and lower judgments of comprehension for poetry than encyclopedia entries. Additional work shows that literary experts produce interpretations when reading literary texts, but not non-literary expository texts (Zeitz, 1994). This suggests that inherent textual features do, at least partially, dictate how a text is processed. Specifically, it appears that the genre of literature demands attention to the surface language of the text.

Dixon, Bortolussi, Twilley, and Leung (1993) were able to show not only that literary texts were read differently than nonliterary texts, but also that the text features affected appreciation for a literary work. They proposed that one unique text effect (a particular mental state that emerges from reading) of literature is an increased appreciation for the work over time and upon reflection. Thus, literary texts should show greater enjoyment after a second reading, whereas non-literary texts should not. To test this, participants read the literary detective story, *Emma Zunz*, or a true crime narrative that possessed similar plot points. They rated their enjoyment after an initial reading and a re-reading. As predicted, the literary text yielded greater *depth of appreciation* (an improvement in enjoyment rating from initial reading to re-reading) than the non-literary text. In a second experiment, the researchers manipulated the presence of the text feature *narrator ambiguity* (many questions and words indicating uncertainty). These
ambiguous phrases were replaced with more certain statements. Without the narrator ambiguity in the text, participants no longer rated the re-reading as more enjoyable than the initial reading. This research suggests that textual features can create effects that are unique to the genre of literature. However, it is not evident if greater depth of appreciation reflects any differences in processing or the likelihood of constructing nonliteral interpretations.

**Foregrounding.** Harker (1996) argued that in order for a reader to gain perspective on the world (as is the purpose of reading literature), the text must force the reader to experience everyday events or objects in a new way. Literary theorists call this *defamiliarization*, and suggest that it is “central to the literary experience” and the “hallmark of literariness” (Miall & Kuiken, 1994a, p. 337). They propose that defamiliarization is achieved through literary *foregrounding*—use of variations and devices in language to make some parts of the text more important or striking (in the foreground) than other parts (the background) (Miall & Kuiken, 1994a, 1994b).

To test this notion, Hoffstaedter (1987) asked both poetry experts (literature students) and non-experts (engineering students) to go through 24 poems and underline the parts of the texts that made them poetic. Both groups underlined sentences that were highly metaphoric and stylistically irregular from normal language. While the non-experts underlined fewer sentences and were less confident in their ratings, the sentences they selected as poetic were highly correlated with those selected by the experts. Similarly, Miall and Kuiken (1994b) had participants rate the “strikingness” of sentences in passages of literature. They found sentences that possessed more foregrounded features (based on phonetic, grammatical, and semantic variations) were rated as more striking than background sentences, suggesting that there are
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2 In studies of literary reading, the distinction between experts and novices refers to amount of formal literary training, not general reading ability.
concrete aspects of text (stylistic variations) that make a text more or less likely to be defamiliarized. However, these studies do not speak to if these features are responsible for the generation of interpretive inferences.

If defamiliarization is, indeed, a critical feature of literature, then it is likely involved in the production of nonliteral interpretations. Indeed, Miall and Kuiken (1994a, 1994b, 1998), suggest that defamiliarization forces an affective response, and the act of refamiliarizing the content requires the activation of similarly emotionally-valenced prior knowledge, which helps the reader to find an appropriate interpretation. It is implied that this affective information is activated automatically. Miall and Kuiken’s data do show evidence of a relationship between foregrounding and affect in literary reading, but their research failed to test their claims about affect yielding interpretation.

Recent work by Levine and Horton (2013) more directly investigated affect and nonliteral interpretation. The study compared a classroom intervention focused on affective evaluation to a control condition that used a traditional unit on identifying symbolism in poetry and short stories that did not mention affect. The intervention condition also taught symbolism, but encouraged students to practice evaluating how a part of the text made them feel, and how to identify what aspects of the text had lead them to that affective response. The students composed essays about the same poem at pre-test and post-test. Statements in the essays were coded as literal descriptive (paraphrase of the text), literal interpretive (connecting parts of the text via inferences), and, of particular interest, thematic (discusses meaning that goes beyond the story world). The classes showed no differences during pre-test, and both showed interpretive gains at post-test. However, the intervention condition showed a greater gain, such that students in the intervention produced more thematic statements than the control. Additionally, only the
intervention group showed a transfer benefit to a second poem. The findings suggest a connection between the specific features of a text, an affective response, and the construction of nonliteral interpretations. However, it must also be said that this process appears to be less automatic than proposed by Miall and Kuiken. The text may automatically activate affective response, but there is little empirical evidence for this and more evidence supporting the idea that readers must be explicitly taught to assess these emotions and relate them to interpretation. This emphasizes the importance of factors outside of the text itself.

**Aspects of the Reader**

The *conventionalist* perspective of literary criticism suggests that interpretation is not a function of the text, but, instead, a construction of the reader (Culler, 1994; Fish, 1980). While the data from the previous section suggest that a staunch conventionalist perspective (which would deny any effect of text) is implausible, the following research suggests that the reader also plays an integral part in how literary texts are read. Aspects of the reader can further be broken into those that are relatively static across contexts (i.e., prior knowledge, epistemic beliefs, interest in the domain or topic) and those that are more context-dependent (i.e., task instructions, situational interest in a particular text).

**Reader expectations.** As mentioned earlier, Hanauer (1998) provided evidence for the genre-specific reading hypothesis – that different genres afford different reading processes. The use of authentic poetry and encyclopedic excerpts provided ecological validity, and the use of multiple texts ensured that the effect was not due to the content in a specific passage. However, it could be that the differences in reading times and comprehension ratings were not due to the texts, but rather the reader’s expectations for how different texts should be read. In a study on expectations, the same text was given to all participants, but participants received different
information about the genre of the text. The participants who believed they were reading a literary short story performed better on surface level questions, whereas participants who thought they were reading a newspaper article had better situation model representations (Zwaan, 1993, 1994). These data are consistent with Hanauer’s work in showing that literary readers have better memory for surface features of the text, but indicate an expectation effect, such that the way a text is processed is a function, not only of the text itself, but of the reader’s expectations for the text.

Researchers propose that these effects occur because readers’ expectations for the kind of text they are reading enact different schemas for meaning-making. These schemas help to determine what information in the text is important and to activate relevant knowledge. Zwaan (1993) referred to these schemas as cognitive control systems, whereas Vipond and Hunt (1984) discussed literary texts as point-driven, as opposed to expository texts that are information-driven and basic narratives that are story-driven. The research indicates that a literary schema focuses the reader on attending to surface code information, as well as the holistic meaning of the text, rather than textbase or plot-level situation model information. This is likely because readers are using the text as clues to construct the underlying meaning of the work.

Genre expectation manipulations have also been used to explore the generation of nonliteral interpretations in different kinds of literary texts. A think-aloud study by Peskin (2007) found that a sentence presented in a traditional poem format (visually similar to a haiku) yielded more references to literary conventions and interpretive operations (such as the recognition of multiple meanings, attention to specific language, and the construction of abstract meaning) than the same sentence presented in prose form. Peskin also replicated the genre expectation effect with two short, authentic poems. It is important to note, however, that these students were high-
level students enrolled in an English course, suggesting that, while certainly not experts, they possess domain-specific knowledge, and that may have been particularly salient in the context under which they read these texts. This sheds light upon the potential role of training within the domain of literature as a factor in literary interpretation.

**Expertise.** Much of what is known about literary comprehension has come from studies that compared the performance of novices and experts. In these comparison studies, the non-experts are mostly middle and high school students or early undergraduates with very basic declarative knowledge about the domain, whereas the experts range from graduate students through senior English faculty who possess extensive knowledge and experience with conventions in the domain (Warren, 2011). It is worth noting that, as is true in studies of expertise in other domains, expertise is often confounded with other factors, such as age and dispositional factors that may lead to a selection bias in the sample. Several investigations have attempted to isolate training from these other factors and have shown that formal training affords different kinds of processing and reasoning about literary works than those with similar levels of education (Zeitz, 1994) or formal training in a different domain or genre (Bortolussi & Dixon, 1996). These studies indicate that readers develop domain-specific schemas that help them to construct interpretations of the text.

Graves and Frederiksen (1991) asked two English professors and six undergraduates from the same university to read an excerpt from *The Color Purple*. The resulting think-aloud data were subjected to a discursive pattern analysis that categorized statements as *linguistic, propositional, or conceptual*. The conceptual statements were further characterized as *text-based* or *derived* descriptions, where the latter reflected “high-level” inferences drawn from the text, as well as bringing in prior knowledge about the world at large. This distinction from text-based
descriptions suggests that derived representations can be thought of as nonliteral interpretations. The analysis revealed that the novices produced mostly paraphrases of the events of the story (propositional statements), whereas the experts’ think-alouds yielded mostly linguistic and conceptual statements. Looking specifically at derived descriptions, it was found that the novices produced significantly more text-based descriptions than the experts, and the experts produced significantly more derived descriptions than the novices. An additional study by Peskin (1998) indicates a similar expertise effect with authentic poetry.

Zeitz (1994) included two novice groups in her think-aloud study: high school students and engineering experts. These engineering experts possessed the same level of education as the literary experts (graduate training), but different domain specialization. All three groups (high school novices, engineering experts, and literary experts) read a poem, short story, and expository science text. Replicating expertise research in other domains (Chase & Simon, 1973; Chi, Feltovich, & Glaser, 1981; Means & Voss, 1985), experts showed a recall advantage in their domain. For the poem and short story, literary experts yielded more interpretation than the other groups. Interestingly, there were no differences in the amount of interpretations made across the three groups of readers for the science text; the engineering experts did not show an interpretive advantage, nor did the literary experts show a domain-general tendency to interpret more than the others.

The construction of interpretive inferences seems to be scant amongst non-experts. Vipond and Hunt (1984) asked more than 100 undergraduates to answer questions about a short story. Some of these questions were intentionally leading to encourage readers to think about a possible meaning behind the text. Despite this, less than 5% of the students considered the possibility of an interpretive message. Similarly, Claassen (2012) found that novice readers
activated author-relevant information during reading, but in a think-aloud protocol, less than 5% of their statements were related to author intent, suggesting that even though the information is activated, it is not being strategically selected for interpretation.

Across these studies, the literature experts not only produced more interpretations, but also drew from their extensive knowledge of conventions and common themes to contextualize and connect the current text with other works and ideas. Such information manifested itself in more time spent with the text during reading (Peskin, 1998) and in more sophisticated arguments in essays (Zeitz, 1994). Given that authors often rely upon familiar devices, tropes, and conventions, expert readers are likely to have developed relevant schemas that help them recognize and integrate information into a complex representation of the text.

For example, one of the experts in Graves and Frederiksen (1991) recognized the irregular syntax of a passage as the “kind of social dialect we associate with Southern black perhaps” (p. 19), and quickly pointed out evidence of white-and-black conflict that is prevalent in literary works of this nature. The novices, on the other hand, were unfamiliar with such written representations of dialect. Thus, they merely noted that the text was irregular and were unable to use the information to help them contextualize the story. This indicates that the experts are able to construct more inferences about literary texts because they have more relevant prior knowledge. This is consistent with more general text comprehension that suggests inference generation is affected by “reading skill, understanding of the demands of the reading task, working memory capacity, and background knowledge relevant to the text topics” (van den Broek, Lorch, Linderholm, & Gustafson, 2001, p. 1081).

**Literary epistemology.** It may also be that experts possess not only more content knowledge, but that they also have different beliefs about the nature of literature that assist them
in constructing interpretations. Both general and topic-specific epistemologies have been shown to affect comprehension in various domains (e.g., Bråten & Strømsø, 2006; Schommer, 1990; Stathopoulou & Vosniadou, 2007). For literature-specific epistemology, the Reader Belief Inventory (RBI) assessed transmission and transaction beliefs (Schraw, 2000; Schraw & Bruning, 1996). A transmission belief means that the reader believes that he or she must reconstruct the author’s message (implying that there is one correct interpretation of the text). A transactional belief is constructive; the reader believes it is his or her job to interact with the author to create a meaning that might be idiosyncratic to that particular reader in that moment. Schraw and Bruning found that transmission beliefs were unrelated to interpretations, but an endorsement of transaction beliefs was highly related to the production of thematic, critical, and personal connection statements when reading and reasoning about literature and attention to multiple or ambiguous meanings, acknowledgement of author as an entity, and attention to and evaluation of the author’s linguistic choices.

**Possibility of multiple meanings.** One difficulty in literary interpretation is that it is inappropriate to say that one interpretation is correct, or that one interpretation is better than another (Hillocks & Ludlow, 1984; Kurtz & Schoeber, 2001). This makes the assessment of literary reading tasks difficult for cognitive researchers. To attenuate this problem, researchers have employed “simple” literary texts with canonical interpretations, but even these texts appear to not have a decisive right or wrong interpretation. One way in which researchers have addressed this is by using “canonical” interpretation or interpretations that have been provided by a majority of readers. Abrahamsen and Sprouse (1995) asked young students to listen to fables, select a moral from a list, and then to explain why they selected that moral. Though a throwaway point in their scoring section, Abrahamsen and Sprouse reveal that two texts from
their stimuli set were excluded from analysis because consulting literary experts did not select the same interpretation of the story. This does not mean that one expert was right and one expert was wrong, rather a literary work could have a variety of possible meanings. Indeed, it is suggested that “exploring the possibilities” of meaning is a central activity in successful literary reading (Langer, 2010). This means not only that interpretations may differ across readers, but also that the same reader may entertain multiple interpretations of a single literary work. The willingness to accept multiple possible meanings suggests that the reader takes a transaction belief. Indeed, evidence showed that experts searched for and explored multiple interpretive meanings of the same passage more frequently than novice readers (Peskin, 1998). This indicates that experts understand that reading literature invites the reader to bring in his or her own knowledge and experience into the meaning-making process, whereas novices are strictly seeking to find the “right” answer, which limits the kinds of information to which they attend (Graves & Frederiksen, 1991; Levine & Horton, 2013). Exploring different interpretations also shows that the readers are holding off on making decisions about the text’s overall message, suggesting that readers worry less about maintaining local coherence in favor of establishing global coherence (Vipond & Hunt, 1984).

**Metalinguistic awareness.** Experts seem to possess and utilize metalinguistic awareness when reading literary texts. In most kinds of reading, the surface code of the text plays a minor role compared to the textbase and situation model representations (McNamara & Magliano, 2009). Given the emphasis on point-over-plot, one might think that the surface code of the text is even less important in literary reading. However, as has been mentioned, literary readers seem to devote more attention to the surface code of the text than they do with non-literary texts. While this seems contradictory, it may be that readers rely on the surface code as a means of assessing
the author’s aesthetic choices. Because they have a rich knowledge-base of literary devices, conventions, and common themes, experts produce a potential interpretation early in their thinking about the text and then shift their attention to understanding how the author used the language to produce such a meaning (Graves & Frederiksen, 1991; Peskin, 1998; Rabinowitz, 1987). This indicates that within their community of practice, they must not only produce a nonliteral interpretation, but also support that interpretation with evidence that comes from the foregrounded textual features. A taxonomy tested by Hillocks and Ludlow (1984) suggests that using the structure or linguistic aspects of a text, as evidence to justify a particular interpretation of the text, is the most complex and sophisticated reasoning performed when reading fiction (the authors do not make distinction between general fiction and literature, but their examples are all drawn from what are taught as literary works in English/Language Arts classrooms). Given its taxonomic nature, readers need to have a sense of a possible interpretation before they can make sense of metalinguistic features and these textual aspects are used as justification and reasoning. As novice readers show little evidence of interpretation, it is unsurprising that they show little metalinguistic awareness.

**Reader goals.** Goals guide the manner in which the reader makes meaning from the text (Graesser, Singer, & Trabasso, 1994; van den Broek, Lorch, Linderholm, & Gustafson, 2001). In the text comprehension field at large, goal often implies a particular task instruction: however, recent research proposes that goals should be considered an interaction between both external given intentions and internal personal intentions (Kendeou, Bohn-Gettler, & Fulton, 2011; McCrudden, Magliano, & Schraw, 2010).

**Internal intentions.** One commonly studied internal intention is interest. Interest can be categorized as personal or situational. Personal interest (or individual interest) is relatively static,
such as preference for one genre more than another, or books by a certain author or on a certain topic. Personal interest has been shown to relate to prior knowledge (Tobias, 1994). Thus, it is unsurprising that literary experts have more interest, and, thus, more internal motivation to engage in literary reading tasks. Situational interest, as its name suggests, varies from situation to situation and text to text, and contributes unique variance to comprehension above and beyond personal interest. Schraw (1997) asked undergraduate students to read the story The Book of Sands and rate their interest via two questionnaires: one regarding personal interest, and one regarding situational interest. The participants then performed a recognition task of 20 factual and inferential multiple-choice questions, and wrote an essay about what the story meant and what kind of personal thoughts and feelings it evoked. These essays were coded in three ways. First, statements were coded as text retellings, elaborations, interpretations of symbols, or thematic inferences. Then, the number of personal responses were tallied and categorized into affective responses, thought provoking aspects of the text, empathy with the text events and characters, and relating experiences in the text to one's own life. Finally, the essays were scored on a scale from 1-6, reflecting the sophistication of the reader’s interpretation of the text as a whole.

The recognition test data revealed that ratings of personal interest had no effect on understanding the literal meaning of the text; all participants performed well, regardless of condition. In contrast, situational interest predicted a participant’s holistic interpretation score above and beyond personal interest, and the contribution of specific textual features, indicating that situational interest leads to richer interpretive representations of the text. Breaking the participants into high, average, and low situational interest also revealed that participants with low interest produced significantly fewer personal connections than those with average or high
situational interest. Additionally, those with high situational interest produced significantly more thematic inferences than those in the average or low interest groups. These data suggest that interest in a given text affects the kinds of inferences that are constructed, and the kinds of prior/personal knowledge brought into a reader’s representation.

Elfenbein (2006) analyzed four different expert criticisms of the same poem by Robert Browning. He explored how the critics’ reading goals influenced the way he or she understood the poem. The critics had self-motivated reasons for approaching the texts as they did. The examination showed that some critics attended mostly to trying to understand what the poem locally, whereas others attempted to understand the poem more holistically. Those critics who focused upon making sense of the poem at a semantic level seemed to express confusion and distaste for the poem, whereas those who attended to the feelings of the text as a whole, seemed to better appreciate its aesthetic merit and discussed the poem’s overall meaning. This archival analysis not only provides support for the notion that taking a global, point-driven stance supports the construction of nonliteral interpretations, but also indicates that a reader’s self-defined goal or intention affects the way a text is processed and, subsequently, understood.

**External intentions.** As the expert-novice research revealed, novice readers do not spontaneously engage in nonliteral interpretation (Graves & Frederiksen, 1991; Peskin, 1998; Zeitz, 1994) and, yet, when prompted to do so, they have little difficulty in identifying the moral of a story (Abrahamsen & Sprouse, 1995; Johnson & Goldman, 1987; Narvaez, Bentley, & Samuels, 1998). Thus, it is not that novices are incapable of interpretation, but, rather, they must be explicitly instructed to discuss it. This suggests that the particular task presented to the reader affects the engagement in interpretation. These findings are consistent with research in other domains (e.g., Kotovsky, Hayes, & Simon, 1985; Wiley & Voss, 1999). In a study that directly
tested the effect of task instruction on the construction of nonliteral interpretations in literature, undergraduates were asked to read a story (*Harrison Bergeron* by Kurt Vonnegut or *The Elephant* by Slowomir Mrozek) and to respond to an essay prompt. The prompt *What happened in this story?* yielded essays containing close-to-text paraphrases, similar to what was found in think-aloud protocols in Graves and Frederiksen (1991) and Zeitz (1994). However, when the prompt directed the readers towards an interpretation, the essays showed a significantly higher proportion of interpretive inferences that reflected either discussion of symbolic meanings or the moral or point of the story (McCarthy & Goldman, in press). This more specific instruction led the readers to construct more interpretive inferences. Thus, the reader’s goal affected how the work was comprehended. One possible explanation for why interpretive statements only emerge in the essays under explicit instruction is that interpretations are generated automatically, but novice readers ignore them because they deem that information irrelevant to the essay-writing task. However, it seems if this were the case, such interpretations would have emerged in novice reader think-aloud data. This suggests that interpretations are not generated automatically, but as a strategic process in response to a particular reading goal.

McCrudden, Magliano, and Schraw (2011) combined qualitative and quantitative methods to explore the effects of both internal and external intentions on reading. In the study, all participants were given the same four expository texts about different countries. Two groups were asked to read the texts and to take a particular perspective on the pros and cons of living in one of the countries (Honduras or Pitcairn). The control group was asked simply to read for understanding. Their recall data replicated previous perspective-taking findings (Anderson & Pichert, 1978) in that students recalled more information about the country they were asked to focus on. Interestingly, post-test interviews found that some of the readers took a narrowing
approach, where they attended to only the information for the country they were asked to focus on, and skipped information about the other countries, while other students took a *broadening* approach – attending to information about all of the countries in order to compare and contrast. These interviews suggest that the readers consciously attended to their given external goal, but that readers enacted different internal strategies to realize this goal. One might predict that a similar interaction of internal and external intentions might affect how literary texts are read, and if nonliteral interpretations will be constructed. However, such a hypothesis has not been tested empirically.

The adoption of a *point-driven* stance (Vipond & Hunt, 1984) can be thought of as having the reading goal of constructing the text’s underlying meaning. While Vipond and Hunt (1984) describe the kinds of behaviors each stance might include, they do not specify the mechanism through which a particular reading goal is enacted. Van den Broek and colleagues (2001) have shown that reading goals control the kinds of inferences that are generated during reading narrative texts. Their work shows that those reading to study made more inferences than those who were reading for leisure (van den Broek, Lorch, Linderholm, & Gustafson, 2001). They believe readers in the study condition had a more rigorous criterion for which to evaluate their understanding of the text and constructed a more thorough representation to meet this criterion. From these findings, they propose that a reader’s goals result in activation of different *standards of coherence*. These standards establish what qualifies as successful comprehension, and these standards guide what inferences need to be constructed to make sense of the text. Transferring these findings to literature, readers, presumably, produce elaborate inferences as a means of meeting the goal of understanding the author’s message. These inferences result in a richer representation upon which they can realize an interpretation.
Text and Reader Interactivity

This comprehensive review has identified several factors related to literary reading and the production of nonliteral interpretations: textual features of stylistic variation and rules of notice, prior knowledge from expertise and expectations, and reader goals. It has suggested that both text and reader play roles in successful literary reading. Additionally, findings suggest that manipulations of reader aspects are affected by the nature of the text, and manipulations of texts are affected by the kind of reader in question. The following studies provide evidence that these two general aspects interact to determine the kind of representation that is constructed.

In his work on situational interest, Schraw (1997) explored how text features were related to literary interpretation. He showed that ratings of suspense, text coherence, and thematic complexity were all correlated with quality of holistic interpretation. A hierarchical regression indicated that both thematic complexity ($R^2 = .082$) and text coherence ($R^2_{\text{change}} = .022$) predicted the quality of the reader’s holistic interpretation. However, when situational interest was entered in the first step of the model, only thematic complexity yielded a significant contribution to the model, and its effect was much attenuated ($R^2_{\text{change}} = .020$) (Schraw, 1997). These data suggest the relationship between text characteristics and quality of holistic interpretations is partially mediated by situational interest. As this analysis was conducted on a single text, it is unclear whether these particular text features are the only ones that contribute to situational interest, or if this result is text-specific. Replication of such effects with other literary texts would be of value. Yet, what is apparent is that the relationship between text and reader is complex. In another study, it was shown that the conventionality of a text also influences a reader’s interest, which then affects the production of an interpretation. Researchers manipulated fables to follow conventional storylines (fable schemas) or end in a schema-inconsistent way.
The versions of the stories that more closely followed traditional schemas were rated as more typical and more interesting. These interest ratings were correlated with the readers’ ability to select an appropriate interpretation (Dorfman & Brewer, 1994).

It has also been shown that experience and expertise affects whether or not the stylistic variations that make up the textual features of literature are noticed. Dixon, Bortolussi, Twilley, and Leung (1993) found that the relationship between the literary features and literary effects was moderated by familiarity with literature. Specifically, the removal of narrator ambiguity from a text only affected the depth of appreciation in readers who more frequently read literary works. The presence or absence of literary features did not alter the less-familiar readers’ depth of appreciation scores. In other words, these readers did not possess enough prior knowledge to recognize literary qualities, and the lack of awareness of these features resulted in the lack of a literary effect. By extension, it seems that these less familiar readers would be less likely to produce nonliteral interpretations if they are not attuned to these literary features, though this has yet to be tested.

Furthering the importance of prior knowledge on the comprehension of literary textual features, evidence suggests experts and novices differentially understand foregrounded text. When faced with complex foregrounded passages, experts recognize the purpose, and search for interpretive meanings. In contrast, novices tend to disengage from the task. Graves and Frederiksen (1991) noted, "When confronted with ambiguity or lack of clarity, students reacted to it as a reflection of their own inadequacy. It would seem that not only do students work more from the surface information, but that they are so dependent on it that when it doesn't make sense, they have no recourse but to flounder" (p. 21). These observations are echoed by the observations of non-experts in Peskin (1998) and Vipond and Hunt (1984). As Miall and Kuiken
(1994a, 1994b) note, authentic literary work is heavily influenced by, if not defined by, its use of foregrounding and defamiliarization. Syntactic complexity is beneficial for an experienced literary reader because it not only clues the reader into activating the appropriate reading goal, but the more complex the text is, the more linguistic features the reader can use to help construct the interpretation of the text. However, the aspects that make a text good literary reading are what novices struggle with most. It may be that the variance in epistemic beliefs between experts and novices might account for these differences. However, there has been no research on the change of epistemic beliefs across the trajectory of literary expertise, so how readers learn to overcome this obstacle is unclear.

The complex interactions of text, tasks, and experience are highlighted in a study by Mason, Scirica, and Salvi (2006). In this study, 52 students responded to the Reader Belief Inventory (Schraw, 2000; Schraw & Bruning, 1996), and were categorized into one of four epistemological groups: 1) low transmission, low transaction (LL), 2) high transmission, low transaction (HL), 3) low transmission, high transaction (LH), and 4) high transmission, high transaction (HH). They predicted a positive relationship between transaction beliefs and interpretive behavior. These same students read an excerpt from *The Little Prince*, answered text-based multiple-choice comprehension questions, and were given either (a) generic instructions that asked them to write their comments or (b) specific instructions that asked them to write their comments. Replicating Schraw (2000) and Schraw and Bruning (1996), they found no differences across the groups in their performance on the multiple choice comprehension questions, but a significant difference in the amount of interpretations, such that those in the HL group produced more personal responses than those in the LH group. However, the analyses revealed no main effect of task instruction, nor a task instruction by beliefs interaction. These
same patterns emerged when the essays were coded with a holistic 6-point sophistication of interpretation scale. Looking at the mean differences qualitatively suggests trends towards a significant interaction, but the lack of statistical effects is likely driven by the small sample size and uneven cells in the belief groups. To remedy this, Mason and colleagues used a larger sample, a different short story, and split the middle and high school students to test for grade-level differences in a second experiment. This complex design revealed main effects for beliefs, task instructions, and grade level in the number of interpretive responses and the holistic interpretation score. Only the task instruction by grade level interaction reached significance.

In the older students, the inclusion of specific instructions provided only a modest benefit in interpretive responses. In the younger students, the specific instructions yielded a large benefit. While there were no direct cross-experiment comparisons, the mixed results may be a function of the texts’ complexity or affordances. The authors noted that the second text, *The Garden of the Obstinate Cats*, seemed to be a more difficult text for the students. Indeed, Experiment 2 yielded differences in multiple-choice comprehension question performance that were not seen in Experiment 1. This study suggests an extremely complex relationship between text characteristics, task instructions and reading goals, epistemological beliefs, and experience.

**Summary**

Before looking specifically at text comprehension models, perhaps it is best to summarize and highlight the themes that have emerged from the previous sections. The data indicate that the construction of a nonliteral interpretation requires a shift from a literal, story-driven stance to an interpretive, point-driven stance. This interpretive stance puts more emphasis on global coherence, which requires the integration of multiple parts of the text, as well the activation of prior knowledge into the reader’s representation.
When real people read real texts, the adoption of a point-driven, interpretive stance, and the subsequent generation of appropriate interpretive inferences, appears to be a strategic and effortful process. Readers must move beyond a literal stance to an interpretive stance. This leap from one to the next is guided by textual and extratextual features that may be more or less relevant, given a particular reader who is reading a particular text for a particular purpose. Because of their knowledge of, and familiarity with the domain, experts more easily adopt the appropriate reading strategy. They are sensitive to rhetorical devices, rules of notice, and foregrounding in the text. These textual features act as signals to switch to a point-driven stance. Experts also possess more relevant content knowledge, which can then help them to construct an appropriate nonliteral interpretation. Further, once the reader has constructed a nonliteral interpretation, he or she can then turn to understanding how the linguistic aspects of the text guided the reader to that interpretation. While minimal empirical data speaks to this aspect of the process, identifying such linguistic aspects, and connecting them to particular themes and interpretations, likely comes from the activation of prior knowledge.

Novice readers, on the other hand, are less likely to adopt an interpretive stance, and even thought they notice stylistic variation, they struggle with making sense of it. If novice readers are able to construct a satisfactory plot-level representation, they may be oblivious to the foregrounding of the text, and not move to a global, point-driven stance. Given no instruction, it seems readers initially approach a text with a generic reading strategy, as this strategy is most familiar. In theory, a heavily-foregrounded text that does not sustain local coherence should drive the novice to switch strategies, but, in practice, it seems that the novice reader merely gives up. It seems the only effective way to get novice readers to adopt an interpretive reading strategy is to explicitly ask them to do so. Further, even if the novice reader employs such a strategy, the
construction of a nonliteral interpretation is dependent upon how much related knowledge he or she can bring to the text.

Thus, this review suggests an integrated view of literary interpretation, relying on aspects of both the reader and the text. In short, a reader may approach a text with the intention of constructing a deeper meaning, but if the text does not have foregrounding and literary stylistic variation, it may be difficult to produce an abstract interpretation. Conversely, a text with abundant rules of notice and foregrounding will not yield interpretation if the reader (a) does not have a literary reading goal in mind or (b) does not possess enough domain-related prior knowledge to construct an interpretation.

**Considerations and Future Directions**

As education and achievement standards put an increased emphasis on not only reading, but reading for understanding (Council of Chief State School Officers [CCSSO], 2010; National Assessment of Educational Progress [NAEP] 2008), it is becoming more and more important to understand how readers engage in higher-order, interpretive reading processes. Yet, we lack a unifying framework or theory to explain these interpretive behaviors in literary reading. Below, I explore how models of text comprehension might explain literary reading behaviors, as well as how other literary reading behaviors may highlight the need for expansion or modification of the extant models.

*Interpretation as Level of Representation*

The most obvious issue in cognitive models of text comprehension, as it relates to literature, is that interpretation has not been explicitly accounted for. The most widely accepted model, the construction-integration model (van Dijk & Kintsch, 1978), proposes three levels of representation: (a) the surface code, or the specific words of the text, (b) the textbase that reflects
the propositions from the text, or the “gist” of the meaning, and (c) the situation model that is a representation of the text that incorporates prior knowledge to understand the situation to which the text refers. Typically, having an accurate, well-integrated, situation model representation of a text reflects the highest level of comprehension. In most text comprehension work, comprehension is assessed by accuracy on inference verification questions regarding characters, setting, and causal chains. As the research has shown, literary readers can readily generate these inferences about the story, but literary readers can also construct interpretations that are not addressed in these types of assessments. The presence of interpretive inferences suggests a representation of the text that goes beyond traditional notions of the situation model.

Kintsch (1998) makes brief mention of a communicative model that he proposes may connect the textbase and situation model. Graesser, Millis, and Zwaan (1997) outline a communication context that exists in a fourth level above the situation model. Graesser and McNamara (2010) subsequently refer to it as the pragmatic-communicative model, and advanced it even higher to a fifth level of representation above the text’s genre/rhetorical structure. While such considerations are certainly aimed in the right direction, researchers have been unable to include these additional levels in computational analyses because they are unsure of the appropriate parameters (Graesser & McNamara, 2010). Consequently, this level of representation is often overlooked in empirical studies of discourse comprehension. Further work that assesses all four levels (surface code, textbase, situation model, interpretive) must be conducted to understand how it is related to, but distinct from, the other levels of representation.

One important move that literary researchers must make is in establishing an accepted way of assessing interpretations and interpretive inferences. Thus far, the most effective way we have been able to identify evidence of interpretation is through the coding of open-ended
responses. In our previous work, we have differentiated between text-based inferences that stay within the story world and interpretive inferences that abstract beyond the story to speak to the world at large (McCarthy & Goldman, 2015). Some other research has used the selection or ranking of appropriate morals or themes from a list (i.e., Kurtz & Schoeber, 2001; Pfaff & Gibbs, 1997). This is beneficial, as it allows for a quantifiable method of assessing a readers’ interpretation. However, there are two problems with this method as a stand-alone assessment. First, in directly asking a reader for an interpretation, it is unclear if this interpretation was generated spontaneously by the reader or if the question prompt required the reader to revisit his or her understanding of the text to generate an interpretation that he or she had not previously constructed, but this problem exists as well for open-ended responses that explicitly ask for an interpretation. Thus, this method may be best used in following more indirect, open-ended responses that can assess spontaneous production of interpretative inferences (McCarthy & Goldman, in press). Second, this is a forced-choice task. It is possible and quite likely that readers could generate an interpretation of the text that is not one of the options. This problem stems from the issue that there is no one “right” answer in literary interpretation (Hillocks & Ludlow, 1984; Langer, 2010). One promising approach to begin assessing an interpretive representation is categorizing interpretations in an essay as either supported or unsupported by the information in the text (Levine & Horton, 2013). Such evaluation avoids the inherent problem of pinpointing “the correct answer”, but yields more information about the nature of the reader’s representation than merely assessing the presence of an interpretation. Better understanding of what makes an interpretation viable or not, perhaps through expert analysis, or through comparison to a concept map of the characters and events in the text, may better help researchers to understand how information from other levels of representation informs the
interpretive, communicative level. Conducting research of this nature will help to define the parameters of this interpretive representation and to understand how it is related to, but distinct from, the more story-specific situation model representation.

*Surface Structure Puzzle*

Another issue that literature problematizes is the surface code representation. Discourse comprehension research has indicated that the surface form (the exact words) of the text decay rapidly in memory (Kintsch, Welsch, Schmalhofer, & Zimny, 1990), and yet, in literature, the specific language of the text is important for the interpretive process. Bortolussi and Dixon (2013) refer to this as the *surface structure puzzle*. Is it possible that the stylistic variations of literary text are immune to this decay? Based on the fact that readers are spending more time with foregrounded passages, one might predict that they would have better memory for the specific language of the text. When readers’ beliefs about the text are manipulated, believing a story is literary does lead to better surface level retention (Zwaan, 1994). However, other work has shown no difference in memory for the surface features of the text, whether the text is in its original literary form, or if it has been modified to be more mundane (Bortolussi & Dixon, 2013). If readers are attending to this information more carefully, but not showing memory benefits, how else might this information be affecting their representation of the text? Further work must be conducted to more thoroughly investigate the effects of literary language on how the text is processed, retained, and subsequently, interpreted.

One way we might consider assessing readers’ attention to the surface features of the text and how this affects interpretation would be to use an eye-tracking paradigm. Dixon and Bortolussi (2011) noted that no eye-tracking studies have been conducted using literary texts. Eye-tracking is a relatively non-invasive, on-line measure, when compared to presenting a text
line-by-line, as is typical in reading time protocols, or when asking readers to engage in thinking aloud. However, the fine-grained data eye-tracking can provide is overwhelming unless investigators have a priori predictions regarding word or phrase-level regions of interest. Another shortcoming of this methodology is that, as others have noted, in authentic works, inferences may span several pages, or even an entire novel (Rapp, Komeda, & Hinze, 2011). Eye-tracking technology limits the length of text that can be presented on a single screen. Consequently, tracking regression across long spans of text would be problematic. One interesting point of entry might be to use short-form poetry. In addition to brevity, poetry makes heavy use of foregrounding. Researchers could identify foregrounded phrases, and, in addition to replicating the previous reading time results, researchers could also explore if readers regress back to these parts of the text more frequently than the background sentences. Longer fixations at or near the foregrounded text, slowed reading time on spillover sentences, or regressions to key regions of interest may indicate a change in processing. It would be of value to compare the eye movements of novices and experts, as well as novices given different reading goals, to see if reading behaviors reflect these differences. It would also be interesting to explore how manipulating authentic literary text by removing, adding, or changing key textual features might affect eye movement. Altering a literary work presents some problems, in that changing even a single word in a literary work may affect the overall impact of the text, but as long as the results are interpreted with caution, this may be the most effective way to understand how textual features differentially affect processing.

In order to understand literary interpretation, we must not only know about what goes on during reading and what goes on after reading, but also how processing of both are related. This highlights another limit to the existing work. There seems to be a disconnect between what
happens during reading and the subsequent interpretations readers produce. Studies indicate that literary texts are read differently than nonliterary text (Hanauer, 1996; Zwaan, 1994), but how these differential on-line processes affect the resulting interpretation of the work has not been established. Conversely, other work has shown that differing epistemological beliefs do not affect comprehension of the text at a literal level, but affect the amount of interpretation produced (Mason, Scrica, & Salvi, 2006). Studies that have looked specifically at literary texts tend to focus on on-line measures, off-line memory-based tasks, or interpretation, but few have looked at all three of these measures within the same investigation. Few have attempted to connect what readers do during reading to their subsequent interpretation of the work. Measurement of on-line eye movements would be an excellent complement to off-line interpretive behaviors to explore if certain reading behaviors predict the quality or quantity of interpretive behaviors, and if those parts of the text that were most attended to become evident in the readers’ interpretations. Research that investigates different points of the reading process is needed to better understand how interpretations are constructed.

Literary Reading as Goal-Directed Reading

Finally, one of the most important findings from the literary interpretation research is that literary reading yields different reading behaviors than when readers maintain a more domain-general, literal stance towards the text. It seems to be the case that these interpretations are not generated automatically, and are dependent on the particular task, text, and reader. It is important, then, to have a descriptive and predictive model of literary comprehension that does not assume an ideal reader, but instead reflects real readers with varying levels of knowledge and with particular reading goals. Kendeou, Bohn-Gettler, and Fulton (2011) noted that the “default assumption for reading comprehension models, has been reading for general comprehension.”
What seems to be apparent in this exploration of literary research is that engaging with a text in a literary way (i.e., constructing one or several interpretations of a text) is different than general comprehension in both processing and outcome. It is unlikely that literary reading is wholly different than other kinds of comprehension, but we have little empirical evidence that literary reading follows the same rules as the kinds of text and reading described in the existing models. Rather than treating literature as an exception to the rule, perhaps using literary texts may better inform our understanding of text comprehension at large. Much more work must be conducted to explore the idea of literary reading as a form of goal-directed reading. Understanding this will help us to modify or expand upon existing models of comprehension, in terms of what kinds of inferences are generated and when.

This more goal-directed view is consistent with the Constructionist (Graesser, Singer, & Trabasso, 1994) and Landscape models (van den Broek, Young, Tzeng, & Linderholm, 1999) of text comprehension. However, neither of these models has directly tested their predictions with literary text, or with interpretation as an outcome measure. The Constructionist model proposes that readers do not rely only on automatic reading processes, but also actively search for meaning to fulfill specific reading goals. The model centers around three assumptions: The reader goal assumption is that the reader’s purpose informs the construction of the representation. The explanation assumption is that readers work to explain why the actions and events are in the text. The coherence assumption is that readers attempt to make the text make sense at both the global and local levels. The Constructionist model suggests that readers generate different inferences on a situation-by-situation basis as they help the reader to satisfy these goals. The Landscape model suggests that the reader’s goals inform what standards of coherence are activated, and these
standards set the criterion for successful comprehension. This criterion then dictates which inferences are generated in order to meet that standard.

One particularly interesting notion in the Constructionist model that could be modified to explain literary reading is the balance between maintaining local and global coherence. One way that reading and discourse comprehension researchers might be able to account for the role of foregrounding on interpretation is thinking of these stylistic variations as a kind of coherence break (Kintsch, 1998). The unusual way of wording may force readers into more active processing in order to repair the break in local coherence. Thus, foregrounding demands readers immediately remediate their representations, which requires more active attention. Consistent with this notion are data showing that literary texts are read more slowly than non-literary texts (Hanauer, 1998), and that foregrounded sentences are read more slowly than non-foregrounded sentences (Miall & Kuiken, 1994a). Slower reading times are indicative of deeper processing and the activation of prior knowledge to supplement the construction of a representation (Graesser, Lu, Olde, Cooper-Pye, & Whitten, 2005).

Graesser, Singer, and Trabasso (1994) assume that readers are consistently trying to maintain local and global coherence, and this seems to operate orthogonally to the reader’s goals. While the extant work supports the idea of maintaining coherence at both local and global levels, it may be that the reader’s goals inform what kinds of coherence need be maintained for comprehension with literary text, putting precedence upon global, rather than local, coherence.

**Interactivity of Text and Reader: A Strategy Activation Account**

Instead of this foregrounding-as-coherence-break account mentioned above, I propose an alternative strategy-activation explanation for how textual features affect literary processing. This is grounded in approaches to comprehension that draws upon both the coherence and
explanation assumptions unique to the Constructionist model, as well as standards of coherence in the Landscape model. The explanation assumption suggests that readers search for meaning to explain why the particular elements of the text exist. This may account for the fact that even though readers of literature take a more holistic perspective on meaning-making, they still put more time and attention into metalinguistic aspects of the text than during nonliterary reading (Claassen, 2012; Graves & Frederiksen, 1991; Peskin, 1998). The explanation assumption would predict that the reader would work to understand why the author chose to write the text the way that he or she did, rather than in a more straightforward way. This would suggest that the reader reads the language more slowly (at a local level) in service of understanding and maintaining global coherence in terms of the deeper meaning of the work.

I propose that foregrounding signals to the reader that he or she should use a particular reading strategy. As literary texts have a different purpose than other kinds of texts, a more domain-specific reading strategy would be more effective. It has been suggested that literary devices are *rules of notice*, or conventionalized signals within the text, left by the author to draw attention to certain aspects of the text, particularly that the reader should not take the text at face value (Rabinowitz, 1987). These rules (such as repetition, a shift in tone, juxtaposition, privileged position, and deviations from norms or disruptions and discrepancies) indicate to the reader how to approach the text. Unlike previous accounts of foregrounding that put emphasis on trying to establish local coherence, this strategy-activation account suggests that foregrounding encourages effort to be put into constructing global coherence and nonliteral inferences. That is, when readers struggle to understand a text at a literal level because of defamiliarization, they shift their attention to making higher-order interpretive representations to make sense of the text. Given that interpretations represent ideas that are explicitly stated in the text, an emphasis on
global over local coherence seems to have some explanatory power. For example, a literary passage, such as “Who has not Congress, lobster, love, luau, - the Regency Room, the Statue of Liberty, - runs. A sloppy amalgamation.” from Gwendolyn Brooks’ *Boy Breaking Glass*, does not make sense at a semantic level. It would be unsurprising to find readers slowing down at such a passage as they worked to make sense of it. However, such a bottom-up approach would likely be in vain. A literary reader could bypass this gap in local coherence by shifting to understanding the text as a whole and the words’ aesthetic purpose instead of their semantic one. The foregrounded features of the text are signals that encourage the reader to adopt a new purpose for reading that focuses on the bigger picture of the text, rather than specific plot elements (Hillocks & Ludlow, 1984; Johnson-Laird, 1983; Vipond & Hunt, 1984). This strategy-activation account would be consistent with the standards of coherence of the Landscape model approach to comprehension, but importantly suggests that these standards could be activated from factors outside of explicit task instruction. Further, these standards of coherence are not preexisting structures, but are built through experience and establish what qualifies as adequate comprehension. Experts seem to be able to activate the relevant standards of coherence without explicit instruction, suggesting that these standards of coherence are part of their domain-specific schema and are an internal intention, as opposed to an external intention (McCrudden, Magliano, & Schraw, 2010; McCrudden & Schraw, 2007). A strategy-activation explanation suggests that understanding who adopts a literary stance, and when and how they do so, is particularly crucial to understanding literary reading. One potentially useful future direction would be to explore other means of inducing the adoption of an interpretive stance. That is, if it is the case that foregrounded text serves as an indicator that interpretation is appropriate, then texts that have more foregrounding should yield more evidence of interpretation than a mundane version of this
same text. Exactly how explicit the rules need to be, if all readers recognize the rules, and more
detail on how this shift in strategy affects comprehension, have not been adequately explored.

While great progress has been made in understanding how readers construct meanings
beyond the literal words in the text, the limitations and concerns I present highlight the need for
continued empirically rigorous work in this complex domain. It is my hope that this review
encourages a broader discussion amongst those interested in literary comprehension.
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